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Abstract

The successful collaboration and interoperability
between fully and partially related E-governmerijsat
domains requires well understood and high quality
definitions of terms and a unified view of the
relationships between the defined terms. The common
terms and corresponding relation are defined in
knowledge taxonomies (or even ontologies) and aéver
good tools exist to create and maintain these nsoftel
the appropriate sub domains. The engineering po®s
carried out in a multi-user environment includingnmote
workers editing the taxonomy. However, the sheer
complexity and size of the full models dictates emor
powerful and dedicated visualization tools to grially
inspect, assess and diagnose the full taxonomieis. T
article describes a case where a social networklysis
(SNA) tool is used as a part of a regime for thaligy
assurance of a knowledge taxonomy for e-government
interoperability. In addition to the visual aidsquided
by the SNA tool, some comments are also madeths to
applicability of SNA centrality metrics to knowledg
taxonomies.
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1. Introduction

In order to make governmental data collection and
public interfaces more effective and less erromprdhe
Norwegian government has over the past few yeadema
a substantial effort to harmonize and build common
knowledge taxonomies across governmental
departments. The ultimate goal of this initiative i
manifold; (i) avoid duplication and inconsistenciglsen
collecting data from the public by eliminating imaet
data entry redundancy (asking for the same infdonat
in multiple data entry (web) forms), (ii) enablesgilled
forms only requiring user confirmation, (iii) reuse
collected information for multiple regulations, afid) to
ensure governmental rules are applied consistently
within and across departments.

The quality of the resulting knowledge taxonomy
will be determent to the users trust and the génera
usefulness of the common model. The syntacticad dat

quality is maintained by continuously measuring Iwel
defined modeling rules and by defining respongipili
matrices and feedback loops to the appropriate data
modeler[1]. At the same time, there is a need fiicient

tools and process to utilize existing models toniidg

and learn from both best practices, mal practice$ a
inconsistencies in the existing terms and taxonemie
Hence, leveraging an educational process as the
knowledge taxonomy is actively in progress. Thisum
requires effective visualization of the taxonomiglsich
goes well beyond what is provided by the OWL or UML
modeling tools normally used for defining the madel

By considering each term as an actor (node) and the
relations between them (the taxonomy) as inter racto
communication (edges), visualization and analysddst
frequently employed for social network analysis ¢en
applied to both birds eye views of large scale maxoies
as well as provide useful drilldowns for diagnoaisd
pattern matching at a finer granularity. Identiffgatterns
could include overlaps, inconsistencies, dangling
(unresolved) entities and wanted or unwanted alsiste
Also, the layered model design approach used fer th
governmental knowledge taxonomies described here
could well lend itself to 3D visualizations by
orthogonally offsetting each layer and so emphaginin
the layer connectivity [2].

In addition to the pure visual and educationalist
aspects of applying SNA tools to knowledge taxoresmi
we also attempt to relate several centrality metfd} to
the taxonomy and determine if these metrics camigeo
useful characteristics of the taxonomy, in paracule
consider; (i) inbetweenes centrality, (ii) degreatcality
and (iii) closeness centrality. These SNA metrice a
tested and evaluated as diagnostic metrics fort afse
quality patterns we describe in a multi-user taxond
ontology engineering environment.

2. E-governmental metadata framework

The Norwegian Semantic Repository of Electronic
Services (SERES) e-governmental metadata framework
is designed to provide an effective means of cotimgc
data submitted by the public (paper based or wetngo
based) to the governing rules and regulations. ,Alse
framework will support interoperability between



departments data inconsistencies and

duplication.

to prevent

2.1. Architecture

The metadata framework architecture comprises
three distinct entity layers; (1)mplementation (2)
structure and (3) semantics[1]. Each layer contains
entities with a set of properties and relationsother
entities. The implementation layer defines thetmstias
they are entered by the user, the structure lagénes
aggregated (related) types that can be reusedJgyade
implementation entities, and the semantics layéinee
the terms that are being used by the departmeulidct
matter experts. At the moment, the collected mésada
can be termed a knowledge taxonomy, however, as the
model evolves and become more mature it is intenoed
be extended to an ontology which can be used for
inference engines. Figure 1 illustrates how the ehoen
be used to define a taxpayer in the current
implementation.

DOMAIN

3
—
SEMANTICS PERSON ) [ NAME

kN (_ NAME ) /
r] 25 -
STRUCTURE (PERSON " o
——— ~— {ADDRESS)
w A
{ <
f (HOME ™, |
_—{ -~ ADDRESS' |
IMPLEMENTATION (TAXPAYER _ ~ AUX ™
— ADDRESS’
CAR

. &

Figure 1 — Metadata example
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The numbers 1-4 indicate levels of quality
assurance, (1) by entity, (2) between entities,a@pss
terms in the semantic layer and (4) between domains
The visualization activity described here mainlpsorts
(2) and (3) and to some extent (4). Several syictct
rules have already been defined and is routinedyl us
verify (1) and (2) in figure 1[1]. However, manual
inspections are necessary to combine both modaliaig
domain expertise to ensure optimal model consistenc
and integrity. The total number of entities in ttex
domain (all three layers) is currently in exces8®000.

2.2. Modeling process

The current modeling process is largely based on a
bottom-up process. Skilled data modelers are doilgc
implementation entities from web based input foand
relate these entities to both the structure layet the
semantics layer. If no suitable entity is found the
above layers the modeler either modify existingreate
new entities. Generally both the implementationefay
and the semantics layer will provide rich descops of
the collected data and the legal terms respectiv@ly

the other hand, the structure layer will be moreege

and hence contain fewer entities than the other two
layers; however, the structure layer will providéaege
number of properties on each entity to facilitaffecient
reuse by entities in the implementation and seroanti
layer. Possible reuse of governmental terms have
previously been studied both on national and
international levels [4].

To successfully develop a working taxonomy that
will support both transactions between layers and
domains, different skills and tools will be require
Subject matter experts proficient in the appropriagal
terms and definitions will develop the semanticgeta
whereas executive officers specialized in data ritogle
will contribute to both the implementation and the
structure layer. This disjoint workflow will presen
challenges when it comes to how to eventually nmap a
represent the governing terms efficiently and
unambiguously; from the semantic layer to the fates
presented to the public in the implementation lajteis
considered a particular high risk that subject ematt
experts could be reluctant to contribute if theycpeve
that the quality of underlying layers are low. Toilt
their trust in the supporting structure an effitigahicle
for model discussions and communication must be
established at a level that will efficiently spdre tuser
communities. The dedicated UML modeling tools and
other table based repository browsers are generally
useful to display subsets and verify specific
hypothesizes. However, they do not provide goodeahod
overviews that can be used for collaboration ateal
level, both to discover existing structures as veallto
learn how to connect to or extend entities at @iqudar
level. Also, patterns for best- or mal- practichattare
not a part of any modeling guidelines or existing
hypothesizes can be readily identified. This knalgke
can subsequently be formalized in the guidelined an
added to the routine syntactical verification. Aficgent
and powerful visualization of the e-governmental
knowledge taxonomies is considered a substantial
contribution to this discovery and collaborationgess.

The rest of this article introduces Social Network
Analysis (SNA) and describes how it can be used for
both tentative taxonomy analysis as well as forjoliag
good 2D layouts and visualizations. To further exea
the visualizations, the layered nature of the modek
exploited to offset each layer in a 2.5D layoutethcan
be viewed in 3D visualization tools such as prodidiar
the extensible 3D markup language (X3D).

3. Social network analysis overview

Social network analysis (SNA) have been used for
decades [5] to model the interactions between saditoa
community. The area of application is wide and udels
communication, transportation, sensor networks,
knowledge discovery, chemistry, physics and
anthropology [6]. Also, the suitability of SNA ajpgd to
ontology discovery has been described in [7] aral th
notion of network and data islands (cohesion,



connectivity) in the context of quality assurancké o
taxonomies and ontologies is used in [16].

3.1. 2D Layout algorithms

Frequently, the considered networks do not have an
explicit geometric layout and several algorithmsséha
been devised to distribute the nodes in 2D or 3&cep
The resulting layouts will aim to optimize visualtion
by clustering nodes with high communication frequen
and spreading out disjointed data islands. Mosthef
work showed here use variations of force direction
algorithms [8] as provided by the GUESS [9][10]
visualization tool. The force direction algorithms
generally consider edges as forces (or springs)s th
pulling highly connected nodes together until scsoet
of equilibrium is achieved. In addition, the remdt
layouts are non-overlapping and largely symmetrical
Figure 2 shows a typical example of a force dimcte
layout applied to the knowledge taxonomy found in a
subset of the Tax Administration domain.
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Figure 2 — Force directed layout of a subset of Tha
Administration metadata

Figure 2 is meant for illustrating the 2D layoutyyn
however, by simple means such as color coding the
layers and using different circle radius for east{large)
and properties (small), the usefulness for visuaizhe
knowledge taxonomies is evident.

3.2. Orthogonal 3D offsets

Several network layout algorithms offer 3D layouts
and this was initially introduced to the e-govermbad
metadata. However, the resulting layouts offertke lor
no improvements on the 2D layouts as long as tind th
dimension was applied randomly and not as a
contribution to clarify the inherent layered sturet of
the taxonomy. To alleviate this, the layout generat
was performed in two separate steps; (1) a fonertdid
algorithm was used to generate an initial 2D layout
optimizing the layout based on connectivity and
aesthetics, and subsequently (2) each layer wastoff
orthogonally relative to each other to produce rfaalel
showed in figure 3.

As compared to the 2D layout, the layout in figBre
offers a clear separation between individual layer
connectivity and inter-layer connectivity.
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Figure 3 — Orthogonal offsets on force directedolaty

Another example is given in figure 4 where a
circular layout has been generated to visualizereteg
centrality for the same model.

Figure 4 — (a) 2D and (b) 3D views of circular laye

Both views (a) and (b) in figure 4 effectively
highlights the degree centrality, however, the 3@dels
also illustrate the degree centrality per layer and
connectivity between layers.

3.3. Centrality metrics

Several characteristic metrics have been developed
to measure the performance of networks, where the
majority is concerned with social aspects to asbess
the individual nodes impact and interact with tiverall
network. In the work described here we focus on the
centrality metrics. Degree centrality measures the
number of direct connections for any node in the
network. In the context of social networks this swas
the individual's level of immediate connections. eTh
closeness centralitys similar to degree except it also
considers reach, meaning it will measure how well
connected and how far an individual’s connectioas c
extend. Inbetweeness centralityneasures how many
nodes much pass through an individual's node to
successfully communicate. Typically high inbetwesne
indicates individuals with few direct connections;
however, they are crucial by indirectly connectotger
nodes. Removing nodes of high inbetweeness will
typically result in disjointed clusters on eithétesof the
removed node. In the case study presented in gedtio
we argue for how the centrality metrics can be used
characterize the e-governmental knowledge taxorsmmie



3.4. Model patterns

Our experience from multi-user taxonomy /
ontology engineering during the last 10 years, &eeh
learned that to achieve further quality improveraehe
engineers need tools to identify challenges, nated to
single nodes, but related to patterns of nodes. The
engineering quality patterns targeted in this ketiare
listed below. We have used well established SNA
centrality metrics, and visually inspecting the aid 3D
models to identify the quality patterns in the tacumy.
The taxonomy used in our test bed is a subset fram
Tax Administration. Section 4 describes the palgicu
cases where the patterns were identified and gdessib
relations to the SNA centrality metrics.

Overlap — Full and partial overlaps are considered
here. In addition Soundex [11] (similar sound) asutit
distance [12] (similar spelling) could be investagh
Full overlaps occur when two or more entities ie th
implementation layer refer to identical propertiesthe
structure layer, and partial when they share aetubk
properties.

Abundance — Entities in the semantics layer can be
modeled standalone or with a rich set of relatibms
other nodes. The abundance pattern denotes
semantics entities where the underlying entitigk téa
take advantage of the expressiveness and rather ref
repeatedly to a single entity.

Incomplete — Many entities will have a good match
in expressiveness across all three layers. Stilines
matching properties might fail to be connected oauty
the actual expressiveness as compared to the fwossib
expressiveness. The incomplete pattern comprises
entities which underutilize the potential conneityiv
offered by the above entities.

Inconsistency— Entities in the implementation layer
can refer both to entities in the structure layed a
entities in the semantics layer. To produce valid
taxonomies the same implementation entity is not
allowed refering to unrelated entities in the setigan
layer. The inconsistency pattern hence denotes all
constellations where an implementation entity both
directly refers to a semantics entity and indinedtlia
the structure layer) refers to another unrelatedasgics
entity.

Ambiguity pattern — The ambiguity pattern is a
variation of the inconsistency pattern, howevere th
implementation entity does not misrepresent by
inconsistent references. Rather, the entity praggerefer
to a different structure entity than the owningitynt
Hence, one single implementation entity refersvio t
different structure entities.

rich

All the above patterns are believed to adversely
affect the quality of the model, both as a knowkedg
taxonomy and as an ontology. The list of pattemdd
easily been extended by e.g. dangling nodes. Haweve
the assessment of the exact implications is outiide
scope of this article and should be investigatefiiither
work.

4. Case — Norwegian Tax Administration

To illustrate the described visualization, meti@esl
patterns we use production data from the Norwegan
Administration metadata repository. The metadateeha
been subjected to a rigorous syntactical data tyuali
assessment and has been found to score close % 100
for compliance with the modeling guidelines. Hetice
purpose of the visualization exercise is to addlityua
metrics to the already defined syntactical valofagi
This case limits itself to describe the discoverfy o
additions to syntactical rules; however, futurenscms
will also include the assessment of compliancé¢oreal
world and any inter-departmental issues.

4.1. Overview

The complete metadata for the Tax Administration
office was extracted to produce figure 5. Several
interesting characteristics can be noted at thislle

Figure 5 — The overall structure of the metadata

The main core is well connected and represents the
model entities which are mature and have evolvest ov
time. The disjointed clusters appearing at the g&in
represents work in progress, where single nodes or
groups of nodes have been defined but are not fully
integrated in the domain. It is expected that eeliine
animation would illustrate how entities travel fratme
outskirts of the model to the core as they evolve.
Separate domains could be compared as a function of
density and number of clusters to give a relatigidator
of maturity.

4.2. Metrics

The impact of the SNA centrality metrics on the
knowledge taxonomy is illustrated in figure 6. Tigre
depicts the metadata for one particular input farsed
by the Tax Administration. High degree centralitgs
found to denote well defined entities underutilizieg
other entities. For example the semantics emdlyicle
could relate to a number of specific vehicles, haave
none or few of the specializations were used. Gn th



other hand, high closeness centrality identifiedll we
defined and well used entities, and high inbetweeness
typically identified key values or nodes unintentdy

left dangling.
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Figure 6 — SNA centrality for metadata

High inbetweeness for non-key nodes would
typically increase the degrees of separation [Edjvben
the implementation level and the semantics level,
indicating that several of the patterns describedhie
next section could be expected to be found.

4.3. Patterns

By visually inspecting the networks, several
recurring patterns could be identified. Similarheiques
have previously been applied to identify accessepad
on web pages [13].

The overlap pattern shown in figure 7 forms dense
symmetrical clusters where all or subsets of tluperty
connections (small circles) are identical.

All properties are shared by the
/ Implementation nodes

Figure 7 — Overlap pattern

The abundance pattern shown in figure 8 is

described previously and is closely linked to degre
centrality.

Figure 8 — Abundance pattern

Several entities were similarly defined across all
three layers, however, the property connectionsladvou
only run across the two bottom layers. This is lathe&n
incompleteness pattern and will result increased

inbetweeness centrality anddecreased closeness
centrality.
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Figure 9 — Incompleteness pattern

Implementation level entities should only refer to
one entity in the structure level, however, the ity
pattern shown in figure 10 shows how this is
circumvented by referring to properties on disjetht
structure entities. This wilhcreasethe degree centrality
and agairdecreasedhe closeness centrality.

Contact information properties,
indirectly realises actor
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Figure 10 — Ambiguity pattern

In a similar fashion to the ambiguity pattern,
implementation level entities should only connecthe
semantics layer in closed loops (ie. the semamtitiy
should be identical or connected). Figure 11 shaws
example of the inconsistency pattern. Thecount
implementation entity refers both directlydocountand
indirectly toaccount numbein the semantics level.
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Figure 11 — Inconsistency pattern

The inconsistency pattern has largely the sametedie
the centrality metrics as the ambiguity patterne th



closeness centrality wildecreasewhereas the degree
centrality will become more prominent.

5. Discussion

Social network analysis metrics and visualizations
have been applied to aid the quality assurancéerpat
discovery and communication of complex knowledge
taxonomies for e-government metadata carried owt in
multi-user engineering environment. Several pastém
the model were identified and provided useful input
best practices and validation rules. Full and phirti
overlap, inconsistencies and data islands (clystensid
easily be spotted and communicated to both domain
experts and data modelers. The layered natureeo&th
government metadata suggested a 2.5D visualization
technique. The overall layout was calculated in &tal
each layer was subsequently offset orthogonallyitb
the inspection the entities both individually andr f
interlayer integrity.

The social network analysis centrality metrics were
found to have clear impacts on the metadata strictu
The top nodes (key candidates) were found to haye h
inbetweennessentrality as all nodes should be reached
from the top. Lowinbetweenesfor top nodes frequently
indicated unwanted disjoints in the model. Hidggree
centrality indicates well defined entities with laygage,
whereas higltlosenesgentrality indicates central nodes
with rich definitions and high usage. Also, the ardy
of the common modeling patterns that were idemtifie
could be expressed directly as functions of thdraéty
metrics.

Social network analysis has proved a useful tool to
diagnose and inspect complex knowledge taxonomies.
Several issues could be identified which would be
onerous to detect with more traditional means sagh
tree structures and table views. However, it ditbuhuce
some added complexity and some users could be
deferred by the more elaborate navigation in a BPD/3
graphical world as opposed to classical table based
interfaces. In addition to user adoption, more wixk
also required to further investigate both scalgbiind
how to benefit further from existing social network
methodologies. Animation could also be employed to
show both how modeling trends change as a funafon
time and also how the usage of terms evolve (sémant
drift [14]).

Most importantly, the visualization of the e-
governmental metadata structures have shown suiastan
promise as a test bed for bridging the gap between
subject experts and data modelers, offering a less
specialized view than typically provided by the idated
tools applied to the data collectionmplementation
layer) in one end and to the definition of the legahisr
in the other endsgmantics laygr The visualization of
the knowledge taxonomies will also be important to
improve the subject matter expert’s trust in thedeto

Often this trust is fragile and will be based on
incidental perceptions, visualization will make thedel

more accessible and transparent and hence the

perceptions can be solidly funded in how the model
actually is implemented.
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